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Abstract

Since 1940, numerous eff orts have been made to either verify or refute the hy-
pothesis of a rhythm typology, yet no defi nitive conclusions have been reached. 
In this paper, I discuss the limitations of the reliability of data collection and 
processing methods, as well as the indices that dominate the attempts to mea-
sure the phenomenon, highlighting the obstacles to creating a rhythm typol-
ogy. To highlight the issues under discussion, I conduct a test application of 
the frameworks from international literature on two varieties of the Greek 
language, the Amaliada variety and Cypriot Greek, based on the analysis of 
192 intonational phrases, which were systematically and randomly selected 
from recordings of unscripted natural speech by two female speakers for each 
linguistic system. Th e analysis demonstrates such variability among speakers 
of the same dialect that it calls into question the validity of the rhythm mea-
surement practices used to date. I propose the key pillars upon which rhythm 
research should be based in order to draw reliable conclusions and obtain cross-
-linguistically and inter-study comparable results, aiming to reach a defi nitive 
confi rmation or refutation of a rhythm typology.
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1. Th e idea of a typology of rhythm¹

Over the past eighty-four years, there has been an ongoing debate within the 
linguistic community about whether the world’s languages can be perceptu-
ally distinguished into two or more broad rhythmic groups. While the theory 
continues to attract the interest of researchers even today (e.g., Gibbon 2023; 
Liu – Takeda 2021), it remains an open question, with passionate advocates as 
well as skeptics still engaged in the discussion.

Th e idea that groups of languages can be acoustically and perceptually dis-
tinguished from one another based on their rhythmic characteristics dates 
back to James (1940). He observed that the rhythm of certain languages, such 
as English, acoustically resembles the bursts of a machine gun, making it easy 
for listeners to diff erentiate from the rhythm of another group of languages, 
such as Spanish, which acoustically resembles Morse code. Shortly aft erward, 
eff orts began to linguistically interpret the factors that might underlie this 
perceptual distinction. For instance, Pike (1945) suggested that rhythmic dif-
ferences may arise from certain languages, like English, tending to repeat the 
time intervals between stresses, while languages like Spanish tend to repeat 
the time intervals between syllables. Within this framework, languages that 
tend to repeat intervals between stresses can be referred to as stress-timed 
languages, while those that repeat intervals between syllables can be referred 
to as syllable-timed languages.

A little later, Abercrombie (1967) put forth the ambitious hypothesis that 
all spoken languages of the world could potentially be classifi ed into one of the 
above rhythmic categories. He further introduced the concept of isochrony, 
which would dominate the fi eld in the following decades. He observed that, on 
the one hand, stress-timed languages tend to exhibit equal time intervals either 
between stresses or rhythmic feet, while, on the other hand, syllable-timed lan-
guages tend to exhibit equal time intervals between syllables. As a result, within 
this framework, stress-timed languages tend to allow signifi cant variation in 
the duration or size of syllables. In contrast, syllable-timed languages display 
considerable variability not in the temporal realization of syllables themselves 
but in the intervals between stresses.

Some researchers (e.g., Bloch 1942; Han 1962; Ladefoged 1975), attempting to 
account for the signifi cant divergence of Japanese from both rhythmic groups 

1 I use the term ‘typology of rhythm’ as it is used in Section 1 – and throughout this 
work – and in its sense as commonly employed in the literature, for example, by 
Ramus (2002) and Schmid (2012).
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mentioned so far, extended the categorization by introducing a third rhythmic 
category: mora-timed languages. Th is category exhibits isochrony at a level 
smaller than the foot or the syllable. Since the observed isochrony occurs at 
the level of the mora, i.e., between the heads of syllables, it is readily under-
stood that mora-timed languages are closer to syllable-timed languages than to 
stress-timed languages.

Experiments conducted primarily in English (Bolinger 1965; Shen – Peterson 
1962; Uldall 1971; Lehiste 1977), as well as in a range of languages traditionally 
classifi ed as stress-timed, provide clear evidence that refutes the theory of 
isochrony – at least at the level of the foot. Th ese studies demonstrate that the 
duration of the foot is closely linked to the duration of the syllables compris-
ing it. Extending this line of inquiry to languages classifi ed as syllable-timed, 
as Arvaniti (2012) astutely notes, has not only failed to confi rm the hypothesis 
of isochrony but has also led to its signifi cant and, in many cases, complete 
discreditation.

Th e experimental refutation of the previously dominant idea of isochro-
ny led to eff orts to establish a typology of rhythm into a temporary deadlock. 
Building on Lehiste’s (1977) assertion that the perception of languages as be-
longing to distinct rhythmic classes is not a matter of isochrony but rather a 
perceptual phenomenon, researchers turned their attention to syllable struc-
ture. Th ey began to attribute rhythmic groupings of languages to the phono-
logical properties of the permissible syllable structures in each language (e.g., 
Nespor 1990; Ramus et al. 1999; Ladefoged 1975). In a similar vein, Dauer (1983) 
proposed that all languages, to varying degrees, rely on the fundamental rep-
etition of stressed syllables. Th us, what diff erentiates languages cannot be su-
perfi cially sought at the level of isochrony but must be examined more deeply 
at the level of permissible syllable structures. Consequently, for the rhythmic 
categorization of a language, structural factors of the syllable must be consid-
ered, such as syllable structure, the presence or absence of vowel reduction 
phenomena, and word stress.

In this paper, I discuss the reasons why research conducted from the 1940s 
to the present has struggled to defi nitively establish a typology of rhythm. In 
Section 2, I present the factors that may perceptually infl uence the sense of dif-
ferent rhythmic classes. In Section 3, I critically review the measurement units 
used in international literature over the years for rhythm analysis. In Section 
4, I explain the obstacles to developing a typology of rhythm. Following this 
discussion, I present a pilot study I conducted on the varieties of Amaliada and 
Cyprus, along with a discussion of its results. Th is study is based on a very small 
sample and does not aim to provide defi nitive or reliable conclusions about the 
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rhythmic classifi cation of these two varieties. Rather, its goal is to highlight, at a 
practical level, the problems with existing approaches to rhythm measurement 
and contribute to the design of a larger, more reliable study in the future. Th us, 
in Section 5, I detail the methodology of the present study. In Section 6, I pre-
sent the study’s results using commonly employed measurement approaches. 
In Section 7, I demonstrate how the fi ndings from Section 6 can easily be chal-
lenged when viewed from diff erent perspectives. Th e paper concludes (Section 
8) with my proposals for the direction future rhythm research should take to 
defi nitively confi rm or refute the existence of a typology of rhythm that could 
encompass the languages of the world.

2. What triggers the perception of diff erent rhythmic groups?

Viewed through the lens described in Section 1, rhythm can be hypothesized as 
primarily the result of the alternation between consonantal and vocalic inter-
vals. Within this framework, rhythm is infl uenced by the degree of complexity 
in the permissible syllable structures of a given language.

Languages whose permissible syllabic structures lack diversity perceptu-
ally create the sensation that earlier researchers described as syllable-level 
isochrony. Although true isochrony does not exist, the sensation arises from 
the property of a language having syllables whose durations do not vary sig-
nifi cantly. Th is phenomenon is likely to occur in languages that do not permit 
complex consonant clusters. Such languages exhibit simple syllabic structures, 
oft en dominated by the least marked syllable type, consisting of an onset and a 
nucleus. In these languages, we do not expect signifi cant vowel reduction. Th e 
combination of these features – (a) simple syllabic structures, (b) the absence of 
vowel reduction, and (c) the lack of complex consonant clusters – when present 
in a language, directly impacts the expected variability in syllable duration. In 
this paper, I propose that this is the true underlying cause of the perceptual 
sensation that earlier researchers referred to as isochrony.

Conversely, languages traditionally classifi ed by researchers as stress-timed 
allow syllable structures that result in signifi cant variation in syllable duration. 
Th is variation creates the perceptual impression that syllables do not share a 
common or similar realization time. Consequently, these languages are expect-
ed to permit: (a) complex syllable structures, (b) extensive vowel reduction, 
and (c) complex consonant clusters. Th is distinction underscores the direct re-
lationship between phonotactic properties and the rhythmic profi les perceived 
across diff erent languages.
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3. But, how can we measure perception?

If the hypotheses outlined in Section 2 are correct, a critical question arises 
regarding the appropriate method for measuring the perception of diff erent 
rhythmic groupings of languages. One issue in prior research, which will also 
be discussed in Section 4, is that diff erent researchers in diff erent studies have 
measured diff erent parameters for rhythmic comparisons of the languages 
under investigation. From a typological perspective, this inconsistency com-
plicates the task of establishing a unifi ed typology of rhythm. In this study, 
the linguistic varieties under examination will be compared based on a range 
of metrics proposed by various researchers, each of which comes with its own 
advantages and limitations. We begin with the metrics fi rst proposed by Ramus 
et al. (1999).

One of the most extensively studied metrics for the rhythmic classifi cation 
of languages is the standard deviation of consonantal intervals (delta consonan-
tal ratio, hereaft er ΔC). Th is metric quantifi es the variability in the duration of 
speech intervals consisting of consonants. In this study, ΔC will be calculated 
using formula (1), where n is the number of consonantal intervals in the speech 
sample, Ci represents the duration of an individual consonantal interval, and 
C̄ is the mean duration of all consonantal intervals in the analyzed sample.

(1) ΔC = 
√

 	1n ∑n 
i₌₁

(Ci − C̄)²

Analogous to ΔC, which calculates the standard deviation of consonantal in-
tervals, ΔV computes the standard deviation of vocalic intervals. It refl ects the 
variability observed in the duration of vowels. In this study, ΔV will be deter-
mined using formula (2), where m is the number of vocalic intervals in the 
speech sample, Vi represents the duration of an individual vocalic interval, and 
V̄ is the mean duration of all vocalic intervals in the analyzed sample.

(2) ΔV = 
√

 —1m ∑m 
i₌₁

(Vi − V̄)²
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However, the standard deviation of vocalic intervals (ΔV) has been subject to 
signifi cant criticism in the literature,² as it appears to be highly sensitive to 
speech rate. As an alternative, a preferable metric might be the percentage of 
the total duration of the analyzed sample that is occupied by vowels. For its 
calculation, I will use formula (3), where: ∑mi₌₁ Vi represents the sum of the du-
rations of all vocalic intervals Vi in the speech sample. Vi is the duration of an 
individual vocalic interval, m is the number of vocalic intervals in the sample, 
and T represents the total duration of the speech sample.

(3) V% = (  
∑mi₌₁ Vi

 T       ) × 100

Based on indicators (1)–(3), we expect that, compared to the so-called syllable-
-timed languages, the so-called stress-timed languages will exhibit higher val-
ues in the standard deviation of consonant durations (ΔC) and lower values in 
the percentage of the total sample covered by vowels (V%).

Since indicators (1)–(3) measure the overall variability of the intervals in the 
analyzed utterance corresponding to vowels or consonants, they do not account 
for sequential changes. For this reason, to measure the relative variability of the 
intervals in the analyzed sample corresponding to vowels or consonants – that 
is, how these intervals vary with respect to one another – the Pair Variability 
Index (PVI) has been proposed. Th e raw Pair Variability Index (rPVI, see Grabe – 
Low [2002]) is defi ned as the sum of the absolute diff erences between succes-
sive intervals, divided by the number of pairs in the speech sample (4), where m 
is the number of intervals (e.g., syllabic, vocalic, or consonantal) in the sample, 
dk is the duration of the intervals, and dk₊₁ is the duration of the following in-
terval. Th e Σ symbol represents the sum of all successive diff erences between 
intervals, from the fi rst interval to the m − 1 interval.

2 For example, Ramus et al. (2003), aiming to test the reliability of metrics (1)–(3), de-
cided to compare them by measuring these metrics in eight languages, each of which 
perceptually falls clearly into one of the traditional rhythmic categories: stress-
-timed (English, Dutch, Polish), syllable-timed (Spanish, Italian, French, Catalan), 
and mora-timed (Japanese). Although their data sets were carefully designed to en-
sure that speech rate would not infl uence the study, the ΔV metric remained unreli-
able. It failed to clearly classify the examined languages into rhythmic classes, as it 
demonstrated signifi cant sensitivity to variations in speech rate.
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(4) rPVI = 1
m−1 ∑m ⁻1

 
k₌₁

|dk−dk₊₁|

To make equation (4) more useful for cross-linguistic comparisons, Grabe – Low 
(2002) proposed a normalized version, which adjusts the diff erences by tak-
ing into account the mean of two successive intervals. Th e normalized version 
of the rPVI (normalized Pair Variability Index, hereaft er nPVI), as expressed in 
equation (5), is derived by dividing each absolute diff erence between successive 
intervals by their mean and then multiplying the result by 100.

(5) nPVI = 100
m−1 ∑m ⁻1

 
k₌₁

|dk−dk₊₁| 

This approach yields four metrics: the raw PVI for intervocalic intervals 
(Intervocalic raw Pair Variability Index, hereaft er IrPVI), the raw PVI for vocalic 
intervals (Vocalic raw Pair Variability Index, hereaft er VrPVI), the normalized PVI 
for intervocalic intervals (Intervocalic normalized Pair Variability Index, hereaft er 
InPVI), and the normalized PVI for vowels (Vocalic normalized Pair Variability 
Index, hereaft er VnPVI). Among these four metrics, derived from applying for-
mulas (4) and (5) to measure vocalic and intervocalic intervals, not all exhibit 
the same capacity to distinguish between the languages under examination, and 
consequently, their degree of reliability diff er. For instance, Ramus et al. (1999), 
as well as Ramus (2002, 2003), tested these metrics on established text corpora 
and concluded that the normalized version for vowels (VnPVI) demonstrates 
high reliability. Similarly, the raw version for calculating intervocalic interval 
variability (IrPVI) also shows strong reliability.

As with the case of the standard deviation of vocalic intervals (ΔV) discussed 
earlier, the failure of the VrPVI metric to distinguish between the examined 
languages, compared to the VnPVI metric, should be attributed to the signifi -
cant infl uence of speech rate on the former. Th e normalized version of the met-
ric, VnPVI, eff ectively eliminates the eff ect of speech rate as a factor infl uencing 
rhythm, thereby enhancing its reliability for distinguishing rhythmic patterns 
across languages.

On the other hand, for the calculation of consonants, the raw form of the 
pair variability index (IrPVI) proves to be more reliable. Its normalized ver-
sion (InPVI) is problematic, likely because normalization results in the loss of 

|dk+dk₊₁||      2     | 
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critical information that reveals the presence or absence of consonant clus-
ters. In other words, it obscures the degree of complexity in syllable structures. 
Additionally, speech rate has minimal impact on the articulation of consonants, 
further supporting the reliability of the raw metric.

A key issue in these measurements is the infl uence of speech rate on the 
perception of a language as either stress-timed or syllable-timed.³ An attempt 
to address this issue is made through the use of the metric VacroΔC (6), which 
was proposed by Dellwo – Wagner (2003) and, in subsequent years, was ad-
opted by several other researchers as an alternative to ΔC, whose formula was 
discussed in (1).

(6) VacroΔC = ΔC * 100

Th e metric VacroΔC constitutes a normalized version of ΔC, which facili-
tates the comparison of rhythmic variability across diff erent speech samples 
by accounting for overall diff erences in the mean durations of consonantal 
intervals.

4. Obstacles in the attestation of a global rhythm typology

If the ultimate goal of rhythm research is to establish a typology of the world’s 
languages, achieving this objective requires studies that produce results that 
are comparable across diff erent studies. However, the fact that each study op-
erates on distinct assumptions, measures diff erent metrics (e.g., metrics 1–6), 
employs varying methodologies for collecting the audio material to be analyzed, 

3 A series of experiments conducted over the past two decades have demonstrated that 
changes in speech rate can lead speakers of several languages to perceive rhythm 
diff erently. For example, Dellwo – Wagner (2003) asked native speakers to produce 
certain phrases at four diff erent speech rates: very slow, slow, fast, and very fast. 
Th e results of their experiments showed that very slow utterances in languages 
traditionally considered stress-timed sometimes align with very fast utterances in 
languages traditionally regarded as syllable-timed. While this idea is intriguing, we 
fi nd it methodologically problematic that the number of informants was not consis-
tent, nor were their sociolinguistic profi les comparable across the studied language 
systems. At the same time, we recognize that speech rate is an extremely signifi cant 
factor in distinguishing rhythmic classes, and it should neither be overlooked nor 
excluded from the analysis of the material under study.

mean(C)
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and adopts diff erent criteria for selecting the analyzed segments from the col-
lected audio data makes cross-linguistic comparison impossible.

For example, when categorized using the metrics ΔC and V%, Th ai appears 
syllable-timed. However, when categorized using the metrics VnPVI and IrPVI, 
Th ai seems stress-timed (Grabe – Low 2002). It should be noted, however, that 
diff erent metrics do not necessarily produce confl icting results (Ramus 2002), 
provided that these metrics are applied to carefully controlled material, from 
which the infl uence of speech rate has been meticulously removed or at least 
minimized to a statistically insignifi cant level. Th erefore, to achieve comparable 
measurements, we need, among other things, appropriately selected material 
and a robust methodology.

Moreover, the overwhelming majority of previous studies on rhythm share 
a common denominator: the analysis of material that is carefully (pre)designed 
and produced in specialized recording booths. Native speakers of each lan-
guage, oft en professional voice actors, are typically asked to read either a list 
of phrases or a short text, which is oft en translated into the other languages 
under study and performed in a similarly controlled and sterile manner. Rarely 
do these studies incorporate excerpts of spontaneous speech into their datasets. 
Even when they do, such speech is oft en elicited in a laboratory setting, albeit 
without direct guidance from the researcher. In these cases, participants are 
usually asked to engage in conversations with one another while remaining 
within the recording booths.

Th ese techniques are problematic because, on the one hand, they completely 
disregard – and therefore make no attempt to mitigate – the observer’s paradox. 
On the other hand, they imply the existence of a linguistically homogeneous 
system, entirely overlooking any form of variation. Most studies refer to “the 
rhythm of Greek,” “the rhythm of English,” etc., implicitly suggesting that a 
language is a uniform linguistic system spoken in exactly the same way – and 
therefore exhibiting the same rhythm – throughout its geographic range.

However, modern dialectology challenges this view of languages and high-
lights signifi cant intralinguistic variation, both on a horizontal/geographic and 
a vertical/social level. Horizontally, linguistic realization diff ers from region to 
region within the same system, oft en leading to divergences so pronounced that 
speakers of one dialect may struggle to understand speakers of another dialect 
of the same language. Vertically, nearly all prior research has insuffi  ciently ac-
counted for the social use of language, which varies not just by social class or 
the criteria that defi ne it (e.g., income, profession) but also within the speech 
of the same individual. Speakers adapt their language use to construct social 
identities and achieve their communicative goals in specifi c contexts.
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5. Methodology⁴

Based on these considerations, in this study, I conduct a pilot application of the 
metrics used in the literature, which I summarize in Section 3. Unlike the com-
mon practice in rhythm research, the comparison is not made between diff er-
ent languages. Instead, I examine two varieties of Greek:⁵ Cypriot Greek and the 
variety spoken in Amaliada. Th e varieties⁶ were selected primarily due to their 
signifi cant geographic distance and the historical particularities that infl uenced 
their development,⁷ and additionally, they appear to exhibit fundamental phonet-
ic diff erences that could potentially impact their rhythmic profi le. For example, 
Cypriot Greek retains geminate consonants (see, among others, Arvaniti 1994; 
Arvaniti – Tserdanelis 2000), which have disappeared from the phonological sys-
tem of the Amaliada variety and are now preserved in only a few Modern Greek 
dialects, such as Griko and Greko (see, for example, Marinis [forthcoming]).

However, I feel it is necessary to explicitly reiterate that the goal of this 
study is not to provide defi nitive or conclusive results regarding the rhythmic 
profi les of the two varieties. Th e dialects under investigation are used solely as 
case studies to highlight the limitations of rhythm measurement methodologies 
discussed in the preceding sections.

For all the reasons outlined in Section 4, I have consciously chosen to work 
with spontaneous, everyday conversational material recorded without any in-
tervention or researcher presence. Th is approach aligns with the framework of 
ethnographically grounded data, incorporating the concept of the community 
of practice, as initially developed by Eckert – McConnell-Ginet (1992) and later 
expanded by Holmes – Meyerhoff  (1999).

4 Th e measurements were conducted in 2013 as part of a research project I carried out – 
though I did not aim to publish it at the time – during the course of my postgraduate 
studies.

5 Over the past decades, considerable research on the rhythm of Greek has been con-
ducted, primarily by Arvaniti and her colleagues. Th e present study references sev-
eral of these works. However, a comprehensive and detailed review of the fi ndings 
regarding Greek rhythm would exceed the scope of this study (see Section 1).

6 Moreover, cross-dialectal studies on Greek indicate that dialects diff er not only at the 
phonological level but also exhibit signifi cant divergences in other levels of linguis-
tic analysis, such as morphology. For instance, Marinis (2020) and Marinis (2024) 
discuss cases where phonological changes that occurred in certain Greek dialects led 
to a restructuring of their infl ectional paradigms.

7 For example, Amaliada is a region that became part of the Modern Greek state from 
its very inception in 1830 and, as a result, has been subject to the long-term infl uence 
of the Standard Modern Greek. In contrast, Cyprus has never offi  cially been part of 
Greece and is today an independent state.
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As outlined schematically in Table 1, this study analyzes 192 intonational 
phrases, systematically and randomly selected from approximately two hours 
of recordings for each linguistic system (Cypriot Greek and the variety of 
Amaliada). Intonational phrases with speaker overlap were excluded as un-
suitable for the purposes of the research. Each of the two conversations in-
volved two native speakers who were members of the same social network and 
shared similar sociolinguistic characteristics (age, social class, education, place 
of residence, etc.). For each of the four native speakers, 48 intonational phrases 
were analyzed: 16 short phrases consisting of only one phonological word, 16 
medium-length phrases consisting of two to fi ve phonological words, and 16 
long phrases consisting of six or more phonological words.

Examined intonational phrases

Variety Speaker Short Medium Long

[1 phonological 
word]

[2–5 phonological 
words]

[5+ phonological 
words]

Cyprus Κ1 16 16 16

Κ2 16 16 16

Amaliada Α1 16 16 16

Α2 16 16 16

Table 1: Th e intonational phrases selected, annotated, and measured for the extraction 
of the study’s data

Phrases of varying lengths were selected, as the literature suggests that utter-
ance length can infl uence the rhythmic profi le of the linguistic system under 
study (Grabe – Low 2002; Nolan – Asu 2009; Dellwo 2010). Generally, longer 
utterances tend to exhibit stronger characteristics of stress-timed rhythm. 
Consequently, the length of the analyzed utterances can signifi cantly impact 
results, particularly in studies relying on the Pairwise Variability Index (PVI).

Th e selected phrases were annotated using the phonetic analysis soft ware 
PRAAT. For each speaker, and consequently for each group of phrases⁸ (short, 
medium, long), a separate tier was used.

8 In hindsight, we realized that the approach of analyzing an equal number of into-
national phrases from each length category was a top-down imposition on the data, 



73  |  What is Missing to Confi rm a Typology of Rhythm?

Each selected intonational phrase was segmented into vocalic and intervo-
calic intervals, with each interval type annotated on a separate tier. An into-
national phrase was defi ned as any segment of speech occurring between two 
pauses, with a minimum pause duration set at 240 milliseconds.

During the segmentation of intonational phrases, I defi ned vocalic intervals 
as any part of the intonational phrase whose spectrogram and waveform ex-
hibited the characteristics of a vowel. Specifi cally, these intervals showed fi ve 
formant frequencies, higher intensity compared to the rest of the phrase, and 
periodicity in the waveform. Given the scope of the research, I did not diff er-
entiate or separately annotate vocalic intervals as monophthongs, diphthongs, 
or – on rare occasions – triphthongs. Th e boundaries of vocalic intervals were 
determined by the clear onset and off set of the second formant frequency (F2). 
Spectrogram sections containing vowels weakened to the point where their 
formant frequencies were not visible were not classifi ed as vocalic intervals. 
Instead, they were annotated as intervocalic intervals. Finally, the semivowels 
[j] and [ç] were counted as vowels.

For the measurements, I used the CORRELATORE⁹ soft ware, into which I 
imported all annotated fi les in the form of annotation grids (TextGrid). Using 
CORRELATORE, I calculated all the metrics discussed in this study. Specifi cally, 
the calculations for the metrics ΔC, ΔV, V%, VnPVI, IrPVI, and VarcoC were 
based on the corresponding formulas presented and briefl y explained in 
Section 3.

6. A fi rst, typical presentation of results

Let us begin the presentation of the results by examining the dialects based on 
the metrics initially proposed by Ramus (2002). Of the three metrics (ΔC, ΔV, 
and V%), I exclude the standard deviation of vocalic intervals (ΔV) from my 
calculations, as nearly all prior studies concur that this metric is of questionable 
reliability (see Section 3). By examining the other two metrics, ΔC and V%, in 
correlation, we obtain the values displayed in Chart 1.

and thus manipulates the results. For example, we observed that short intonational 
phrases constituted a very small percentage of the total intonational phrases in the 
dataset.

9 Th e CORRELATORE soft ware, currently at version 2.2, was designed, developed, and 
is freely distributed by Professor Paolo Mairano. It is available here: https://www.
lfsag.unito.it/correlatore/index_en.html.
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Chart 1: Results for the two examined varieties (Amaliada, Cyprus) presented through 
the correlation of ΔC values (vertical axis) and V% values (horizontal axis).

In Chart 1, for each of the two linguistic systems studied, I present the mean 
values of the standard deviation of intervocalic intervals (ΔC; vertical axis) 
and the percentage of intonational phrases covered by vowels (V%; horizontal 
axis) in correlation. In Cypriot Greek, the standard deviation of consonants 
(ΔC) exceeds that of the Amaliada variety. Specifi cally, while ΔC for Cypriot 
Greek is 59.14, the corresponding value for Amaliada drops to 55.51. Conversely, 
the V% value is higher for the Amaliada variety (59.96) than for Cypriot Greek 
(56.22). Based on the theoretical discussion and subsequent assumptions out-
lined in Sections 2 and 3, the fi ndings depicted in Chart 1 support the classi-
fi cation of Cypriot Greek as closer to stress-timed languages compared to the 
Amaliada variety, which appears closer to syllable-timed languages. Th erefore, 
at a preliminary level, the metrics proposed by Ramus (2002) seem to eff ec-
tively categorize the two systems, providing a clear picture of their rhythmic 
diff erentiation.

Let us now attempt to reexamine the two linguistic systems based on the 
metrics proposed by Grabe – Low (2002), as presented in Equations (4) and (5). 
Th e results are shown in Chart 2, which correlates the normalized version of the 
pair variability index for vocalic intervals (VnPVI; vertical axis) with the raw 
form of the pair variability index for intervocalic intervals (IrPVI; horizontal 
axis). Th e fi rst observation to note is that the distinction between the two va-
rieties is not as clearly represented by these metrics as it is by the ΔC and V% 
indices shown in Chart 1.
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Chart 2: Results for the two examined varieties (Amaliada, Cyprus) presented through 
the correlation of VnPVI values (vertical axis) and IrPVI values (horizontal axis).

Regarding the VnPVI metric, Cypriot Greek shows a slightly lower value 
(46.97) compared to the Amaliada variety (47.09). However, the diff erence is 
extremely small and statistically insignifi cant. Similarly, for the IrPVI metric, 
Cypriot Greek scores marginally lower (55.87) than the Amaliada variety (56.81). 
Although a larger speech sample would be required to make a defi nitive claim, 
we must acknowledge that the results of Chart 1 contradict those of Chart 2. 

Chart 3: Results for the two examined varieties (Amaliada, Cyprus) presented through 
the correlation of VarcoC values (vertical axis) and V% values (horizontal axis).
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Consequently, the proposals by Ramus (2002) and Grabe – Low (2002) cannot 
simultaneously be valid, as the results position the Cypriot and Amaliada varie-
ties in opposite rankings along the conceptual continuum between stress-timed 
and syllable-timed languages.

Finally, let us attempt to examine the research data in Chart 3 by correlating 
the normalized version of the standard deviation of consonants (VarcoC; verti-
cal axis), as proposed by Dellwo – Wagner (2003), with the percentage of the 
analyzed speech segments covered by vowels (V%; horizontal axis).

I briefl y comment on the vertical axis, as we have already discussed the V% 
metric in Chart 1. Th e normalized version of the standard deviation of conso-
nants (VarcoC) distinctly diff erentiates Cypriot Greek from the Amaliada vari-
ety. Cypriot Greek tends toward stress-timed languages, whereas, in compari-
son, the Amaliada variety leans toward syllable-timed languages. As somewhat 
expected, the values in Chart 3 produce a classifi cation of the examined varie-
ties that is quite similar to that derived from the metrics analyzed in Chart 1. 
Consequently, the results are in direct contrast to those produced by the metrics 
examined in Chart 2.

7. An alternative presentation of the data: variety, variety, variety

7.1. Variety in the methods of collecting and analyzing the data
Only very general observations can be made at this point, as any serious at-
tempt to classify the examined varieties in terms of their rhythmic profi le 
would require categorization based on comparisons not just between two sys-
tems but among many more – and, ideally, across all linguistic systems spoken 
worldwide. However, the results of this study cannot be compared with those 
of previous research, as diff erent studies have employed (a) diff erent method-
ologies, (b) diff erent measurement metrics, (c) diff erent corpora of material, 
and (d) even diff ering approaches to the defi nition of vocalic and intervocalic 
intervals.

As a result, the metrics become entirely incomparable. Th is is precisely why 
I limited the comparison to the two systems examined in this study (Cypriot 
Greek and the Amaliada variety) and initially attempted, using the widely em-
ployed metrics of rhythm theory, to position the studied varieties along a rhyth-
mic continuum, as proposed in Scheme 1. At one end of the continuum, one 
might imagine stress-timed languages, while at the other end, syllable-timed 
languages could be placed.
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<-------------------------------------------------------------------------------------->
stress-timed linguistic systems                syllable-timed linguistic systems

Scheme 1: Conceptual continuum of linguistic systems ranging from stress-timed (left ) 
to syllable-timed (right).

Of course, it must be emphasized that if one accepts the idea of a continuum, 
serious doubts arise regarding the very existence of distinct rhythmic groups. 
Could it be that, if we had achieved comparable results across the world’s lan-
guages, the outcome would show that languages are not clustered at the ex-
tremes of stress-timed or syllable-timed languages? Might we instead fi nd 
languages scattered across the entire spectrum of the continuum? To address 
this critical research question and provide answers to a phonological typology 
issue that has remained unresolved for 84 years, it is imperative to immediately 
create an open-access dataset, collected and annotated in a uniform manner. 
Such a resource would ensure that measurements across diff erent studies are 
truly comparable.

7.2. Variation between speakers
Th e analysis so far has shown that not all metrics are equally reliable for 
categorizing linguistic systems and that they sometimes produce contradic-
tory results. But what happens if we stop hiding behind means? Allow me to 

Chart 4: Results per speaker for each of the two examined varieties (circles for Ama liada 
speakers; squares for Cyprus speakers), plotted in terms of the correlation of ΔC values 
(vertical axis) and V% values (horizontal axis).

A1

A2

K1 K2
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reintroduce the results of the study, not by language, but by individual speaker, 
following the order presented in Section 6 for each language to facilitate com-
parison. In Chart 4, I present the correlation between the mean values of the 
standard deviation of intervocalic intervals (ΔC; vertical axis) and the percent-
age of intonational phrases covered by vowels (V%; horizontal axis) for each of 
the two speakers analyzed in this study.

At fi rst glance at the results presented in Chart 4, we are immediately con-
fronted with the fi rst major surprise. While we observe that on the horizontal 
axis (V%), the two speakers from each variety seem distinguishable in terms 
of their rhythmic profi le, on the vertical axis (ΔC), the results are not only un-
clear but reveal something unexpected. Specifi cally, the second speaker from 
the Amaliada variety has a standard deviation of consonants that nearly aligns 
with the speakers from Cyprus – and, in fact, slightly exceeds them.

Th e situation becomes even more complicated in Chart 5, where the results 
of the VnPVI and IrPVI metrics are visually represented, not by linguistic vari-
ety, but by individual speaker.

Chart 5: Results per speaker for each of the two examined varieties (circles for Ama lia-
da speakers; squares for Cyprus speakers), plotted in terms of the correlation of VnPVI 
values (vertical axis) and IrPVI values (horizontal axis).

Here, absolute chaos prevails. If we compare one of the Cypriot speakers (K1) to 
one of the speakers from the Amaliada variety (A1) based on the VnPVI metric, 
we would classify Cypriot Greek as closer to stress-timed languages, while the 
Amaliada variety would fall closer to syllable-timed languages. However, if we 
compare the other two speakers (K2 for Cypriot Greek and A2 for the Amaliada 

A1

K1

K2

A2
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variety), the results are reversed: Cypriot Greek appears closer to syllable-timed 
languages, while the Amaliada variety aligns more closely with stress-timed 
languages.

Th e same chaotic situation, with unclear and contradictory results, is evi-
dent on the horizontal axis (IrPVI). If we consider speakers K1 and A2 together, 
Cypriot Greek seems closer to syllable-timed languages than the Amaliada va-
riety. Conversely, when we compare speakers K2 and A1 on the horizontal axis, 
the measurements suggest the exact opposite.

Finally, let us examine the performance of the VarcoC metric separately for 
each speaker, as depicted in Chart 6, where VarcoC is plotted against the V% metric.

Chart 6: Results per speaker for each of the two examined varieties (circles for Ama liada 
speakers; squares for Cyprus speakers), plotted in terms of the correlation of VarcoC 
values (vertical axis) and V% values (horizontal axis).

In Chart 6, our observations regarding the classifi cation provided by the VarcoC 
metric align with those we made earlier for ΔC. Specifi cally, the second speaker 
from Amaliada (A2) once again appears closer to the speakers from Cyprus 
(K1, K2).

Th e reexamination and presentation of the data undertaken in this section 
for each speaker individually highlights to a signifi cant extent the inherent 
weakness of the core assumption underlying the vast majority of previous 
research on rhythm. Th ese studies – almost universally – presume linguistic 
systems in which speakers’ linguistic behavior is homogeneous. Consequently, 
they compare systems against each other and attempt to position them along 
the rhythmic continuum, closer to one group or the other.

A1

K1 K2

A2
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Th is raises a critical methodological question: to what extent are we justifi ed 
in making such generalizations while overlooking the factor of inter-speaker 
variation within the same variety? Specifi cally, in the context of this study’s 
data, is it appropriate to calculate a mean value for the two speakers from the 
Amaliada variety?

7.3. Variation between utterances produced by the same speaker
Additionally, it is essential to investigate not only the variability between speak-
ers but also the variability observed across diff erent communicative contexts in 
the speech of the same speaker. Even if a study does not aim to explore rhyth-
mic variation across diff erent communicative situations, it remains impera-
tive, in the design of such studies, to account for this critical parameter. Doing 
so is necessary if we are to achieve statistically signifi cant, robust, and cross- 
-linguistically comparable results. Furthermore, research designs should pro-
pose methods to address and mitigate this variability eff ectively.

8. Where do we go from here? Proposals for a global rhythm typology

Since the creation of a rhythmic typology capable of examining and potentially 
incorporating the languages of the world remains an open question in recent 
decades, it is necessary to reconsider the factors that hinder its realization and 
to reevaluate the prerequisites for its achievement.

To move toward the creation of cross-linguistically comparable measure-
ments, the most critical prerequisite is the development of a comprehensive 
database of languages from around the world, adhering to common principles 
for data collection and annotation. For reasons extensively discussed in Sections 
4 and 6, this database should exclude data based on preconstructed phrases 
produced on demand in laboratory recording conditions. Instead, the material 
should be derived from spontaneous, unscripted speech in natural conversation-
al contexts between native speakers. Th e intonational phrases selected for an-
notation and analysis must be chosen through a systematically random process.

However, at this point, it is important to highlight the inherent limitation of 
this method. Th e random selection of phrases does not guarantee the statistical 
representation of the core phonological data present in the language. Ideally, 
the selection of intonational phrases should refl ect the structure and phono-
logical characteristics of the language under study. However, while this may 
seem ideal, it is practically extremely diffi  cult to achieve. Even if we assume full 
knowledge of the structural and phonological phenomena of a linguistic system, 
we currently lack information on their proportional representation within the 
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system. Furthermore, the large size of a database of comparable data does not, 
in itself, guarantee the success of the endeavor. Th ese data must come from a 
wide range of participants, based on sociolinguistic criteria to ensure the rep-
resentativeness of the sample. Th e composition of the informant sample must 
refl ect the geographic distribution and societal structure of the language com-
munity being studied.

Th is proposal also off ers a way to address the issue of the impact of speech 
rate on the reliability of rhythm measurements. By examining a very large data-
set drawn from a diverse group of informants, carefully selected to represent 
the community, and collecting speech from various communicative contexts, 
we not only avoid isolating the factor of speech rate but instead embrace it as 
an integral element in our analysis.

We understand that this approach has not been followed to date for practi-
cal reasons. Th e workload involved in implementing this proposal is immense 
and, given that cross-linguistic comparison using existing data across studies 
is unfeasible for the reasons we have outlined in detail earlier, the method may 
seem utopian. How, then, can something that appears utopian become a reality?

Two decisive steps must be taken immediately to advance rhythm research:
(1) Establishing international standards for the rhythm research methodol-

ogy, aimed at creating a global database that is accessible to all researchers at 
any time and capable of providing comparable data. Such standards would en-
sure consistency in the collection, annotation, and analysis of rhythm-related 
data across studies.

(2) Developing and universally adopting an algorithm for the segmentation 
of vocalic and consonantal intervals, eliminating the need for human interven-
tion. Th is step is crucial as it would enable the processing of vast amounts of 
data derived from spontaneous speech. While this goal once seemed utopian, 
in the era of artifi cial intelligence, it has become entirely feasible.

Achieving these objectives would allow the theory of rhythmic distinction 
among languages to be defi nitively confi rmed or refuted.
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